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1 Introduction

Consider two independent binomial random variables $Y_i$, $i = 1, 2$, with $Y_i \sim Bin(n_i, \pi_i)$, with $i = 1$ specifying an untreated control group and $i = 2$ specifying a group exposed to a treatment of interest. Assume further that $\pi$ specifies the proportion of a rare detrimental event, and at least $\pi_1 << 0.5$, and large sample sizes are available, i.e., $n_1 \geq 1000$. In safety assessment, aim is to measure the possible dissimilarity of $\pi_2$ compared to $\pi_1$. There are three commonly used measures for dissimilarity of proportions, the risk difference $\delta = \pi_2 - \pi_1$, the risk ratio $\rho = \pi_2/\pi_1$ and the odds ratio $\psi = \pi_2/(1-\pi_2)\pi_1/(1-\pi_1)$. Here, methods for constructing confidence intervals for $\psi$, $\rho$, and $\delta$ are considered.

1.1 Proof of Safety and Proof of Hazard

A Proof of Safety for a novel treatment 2 compared to a standard treatment 1 is expressed by the following pairs of hypotheses with respect to $\psi = \pi_2/\pi_1$, $\delta = \pi_2 - \pi_1$, and $\rho = \pi_2/\pi_1$:

$H_0 : \psi \geq \psi_0$ vs. $H_A : \psi < \psi_0$, with $\psi_0 > 1$  \hspace{1cm} (1)

$H_0 : \delta \geq \delta_0$ vs. $H_A : \delta < \delta_0$, with $\delta_0 > 0$  \hspace{1cm} (2)

$H_0 : \rho \geq \rho_0$ vs. $H_A : \rho < \rho_0$, with $\rho_0 > 1$  \hspace{1cm} (3)

All alternative hypotheses $H_A$ define a state that $\pi_2$ is not relevantly increased over $\pi_1$, where relevance is defined by $\psi_0$, $\delta_0$, and $\rho_0$. Hence, for general problems without a-priori definition of the null-parameters, the estimation of upper confidence limits is of interest.

A Proof of Hazard for a novel treatment 2 compared to a standard treatment 1 is expressed by the following pairs of hypotheses with respect to $\psi = \pi_2/\pi_1$, $\delta = \pi_2 - \pi_1$, and $\rho = \pi_2/\pi_1$:

$H_0 : \psi \leq \psi_0$ vs. $H_A : \psi > \psi_0$, with $\psi_0 \geq 1$  \hspace{1cm} (4)

$H_0 : \delta \leq \delta_0$ vs. $H_A : \delta > \delta_0$, with $\delta_0 \geq 0$  \hspace{1cm} (5)

$H_0 : \rho \leq \rho_0$ vs. $H_A : \rho > \rho_0$, with $\rho_0 \geq 1$  \hspace{1cm} (6)

Here, the alternative hypotheses $H_A$ define a state of hazardousness of the novel treatment, i.e., $\pi_2 \pi_1$, where either marginal hazardousness ($\psi_0 = 1$, $\delta_0 = 0$, $\rho_0 = 1$) or relevant hazardousness ($\psi_0 > 1$, $\delta_0 > 0$, $\rho_0 > 1$) could be of interest. Then, the estimation of upper confidence limits is of interest. Often, tests for the hypotheses above are inappropriately interpreted in contradiction to Neyman-Pearson concept of statistical test, i.e. concluding for safety when the null hypothesis can not be rejected. If this is common practice, conservative procedures should be avoided in favour of liberal procedure, with the aim to increase power and improve the 'confidence in negative results'.
1.2 Properties of $\delta$, $\rho$, and $\psi$ with respect to safety assessment

In statistical safety assessment, a safety margin $\rho_0$, $\delta_0$, $\psi_0$ as to be defined which describes acceptable deviations from the state of exact equality of risks, $\pi_2 = \pi_1$. As outlined by Wellek (2005) for the general problem of proving bioequivalence, the definition of safety margins based on $\delta$ is problematic, since it depends on the proportion in the control group, $\pi_1$. Simply, a difference of $\delta = 0$ might be acceptable when $\pi_1 = 0.1$, but might be not when $\pi_1 = 0.01$ or $\pi_1 = 0.001$. The risk ratio and odds ratio do not have this property. However, in general settings with $\pi \in [0, 1]$, the risk ratio is not invariant with respect to the definition of success and failure, while the odds ratio and the risk difference are. An alternative hypothesis $(1-\pi_2)/(1-\pi_1) < \psi_0$ has the same meaning as $\rho_2/(1-\rho_2) < \rho_0$. According to Wellek (2005): if a treatment is non-inferior to the control with regard to the event "success", it is also non-inferior to the control with regard to failure, if non-inferiority is defined in terms of the odds ratio. For the difference, $\pi_1 - \pi_2 < \delta_0$ has the same meaning as $(1-\pi_1) - (1-\pi_2) > -\delta_0$. However, for the risk ratio, $\pi_2/\pi_1$, and $(1-\pi_2)/(1-\pi_1)$ do not have the same meaning.

For these reasons, Wellek (2005) strongly recommends the odds ratio as natural measure of dissimilarity in the general problem of proving non-inferiority. For rare detrimental events, where the proportion of interest is clearly defined and $\pi << 0.5$ also the risk ratio has acceptable properties.

1.3 Important requirements on the properties of confidence limits for $\delta$, $\rho$, and $\psi$

Except an acceptable coverage probability, the confidence intervals should exhibit the following properties:

1. Decisions should be invariant with regard to the exchange of control and treatment, i.e., if the upper $(1 - \alpha)$ limit for $\pi_2/\pi_1$ excludes $\rho_0$, the lower $(1 - \alpha)$ limit for $\pi_1/\pi_2$ should also exclude $1/\rho_0$.

2. Confidence limits should be computable for each reasonable outcome of the experiment \{y_1, y_2\}, which provides information on the parameter of interest. Confidence intervals should not be empty.

3. Confidence limits should change monotonically for monotone change in dissimilarity of the outcome, i.e., considering confidence limits for $\rho = \pi_2/\pi_1$, denoting the bound resulting from the event \{y_2 = 3, y_1 = 2\} $\hat{\rho}_{32}$ and the bound resulting from the event \{y_2 = 3, y_1 = 1\} $\hat{\rho}_{31}$, then $\hat{\rho}_{31} \geq \hat{\rho}_{32}$, since the evidence for $\pi_2 > \pi_1$ is larger in \{y_2 = 3, y_1 = 1\} than in \{y_2 = 3, y_1 = 2\}.

4. Confidence limits should always contain the point estimates, and span only in the range, where the parameter of interest is defined.

The first requirement is violated by only very few confidence interval methods proposed in the literature, see e.g. the discussion in Lecoutre and Faure (2007) and Agresti and Min (2005) who discourage the use of the method proposed by Zhou, Tsao and Qin (2004) for $\delta$ and the Bayesian Highest posterior density credible intervals for $\rho$ and $\psi$ Lecoutre and Faure (2007).
The second requirement is discussed by Gart and Nam (1988) for the risk ratio $\rho$. The problem, that certain confidence interval methods are not computable for certain outcomes $\{y_2, y_1\}$ occurs for extreme events involving $y_i = n_i$ or $y_i = 0$. Here, only the latter case is of importance. Note, that the event $\{y_2 = 0, y_1 = 0\}$ is non-informative for the risk ratio $\rho$ and odds ratio $\psi$, but is informative for the risk difference $\delta$.

2 Methods

2.1 Confidence limits for the odds ratio $\psi$

The point estimator for $\psi$ is $\hat{\psi} = \frac{y_2/(n_2-y_2)}{y_1/(n_1-y_1)}$. A simple large sample interval with nominal confidence coefficient $(1 - \alpha)$ can be computed according to Equation (7).

$$\exp \left( \log \left( \hat{\psi} \right) \pm z_{1-\alpha/2} \hat{\sigma} \right), \quad (7)$$

with $\hat{\psi} = \frac{(y_2+0.5)/(n_2-y_2+0.5)}{(y_1+0.5)/(n_1-y_1+0.5)}$, and $\hat{\sigma} = \sqrt{\frac{1}{y_1+0.5} + \frac{1}{n_1-y_1+0.5} + \frac{1}{y_2+0.5} + \frac{1}{n_2-y_2+0.5}}$. This interval is computable even in the case $\{y_2 = 0, y_1 = 0\}$ as reasonable small sample performance in two-sided application. This method is referred to as adjusted Woolf in the simulation study of Lawson (2004).

Alternatively, estimates from the generalized linear model with binomial family and logit link could be used to derive estimates for $\log(\psi)$ and its standard error and replacing $\hat{\psi}$ and $\hat{\sigma}$ in Equation (7). See Gerhard (2007) for detailed information. Here, this method is referred to as GLM.

In R an exact confidence interval based on the inversion of Fisher’s exact test for shifted values of $\psi$, based on the central and non-central hypergeometric distribution. It is available also for large sample sizes. The algorithm is described in Clarkson et al. (1993), and we will refer to it as Exact.

Figures 1 and 2 display calculated upper and lower bounds of two-sided 95% adjusted Woolf, GLM and Exact confidence intervals with for $n_1 = n_2 = 1000$, and certain events $\{y_1, y_2\}$. An important disadvantage of the GLM method is obvious, i.e., the violation of requirement 3 in Section 1.3, whenever $y_1 = 0$ or $y_2 = 0$ occurs. The Exact and the adjusted Woolf interval do not show this property. However, the adjusted Woolf interval does not contain the point estimates $\infty, 0$ in the cases $\{y_1 = 1, y_2 = 0\}, \{y_1 = 0, y_2 = 5\}$, respectively.
Figure 1: Two-sided 0.95 confidence intervals according to adjusted Woolf, GLM and Exact method for the events $y_1 = 1, y_2 = 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 0$ with $n_1 = n_2 = 1000$. The intervals for the odds ratio are displayed on the x-axis in logarithmic scale.

Figure 2: Two-sided 0.95 confidence intervals according to adjusted Woolf, GLM and Exact method for the events $y_1 = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, y_2 = 5$ with $n_1 = n_2 = 1000$. The intervals for the odds ratio are displayed on the x-axis in logarithmic scale.
2.2 Confidence limits for the risk ratio $\rho$

The point estimate for $\rho$ is $\hat{\rho} = p_2 / p_1$, with $p_i = y_i / n_i$. Gart and Nam (1988) discuss a simple large sample interval presented in equation (8), called **Crude** in the following.

$$
\exp \left( \log (\hat{\rho}) \pm z_{1-\alpha/2} \sqrt{\hat{u}} \right)
$$

(8)

where

$$
\hat{\rho} = \frac{(y_2 + 0.5)}{(n_2 + 0.5)} / \frac{(y_1 + 0.5)}{(n_1 + 0.5)},
$$

and

$$
\hat{u} = \hat{V}(\log(\hat{\rho})) = \frac{1}{y_2 + 0.5} + \frac{1}{y_1 + 0.5} - \frac{1}{n_2 + 0.5} - \frac{1}{n_1 + 0.5},
$$

and $z_{1-\alpha/2}$ is the quantile of the standard normal distribution.

This method yields degenerate intervals $[1,1]$ in case $y_2 = n_2$ and $y_1 = n_1$, which is of no importance in the problem of considering rare event rates. It is one of the few intervals considered in Gart and Nam (1988) which can be computed in case of the event $y_2 = 0$ and $y_1 = 0$. It has the advantage that calculated bounds for $\rho$ are the same as the reciprocal of the bounds calculated for $1/\rho$ Gart and Nam (1988), i.e. they are invariant with respect to exchanging numerator and denominator. Dann and Koch (2005) call this method "Modified Taylor Series".

The second method considered here is the "Score" method discussed in Gart and Nam (1988), section 3.3 (Methods based on Likelihood Methods). Confidence bounds for $\rho$ are found by iterative process, involving the solution of quadratic equations. In the limited simulation study presented by Gart and Nam (1988), this method shows best coverage probabilities among the considered methods. For computational details, refer to Gart and Nam (1988). Gart and Nam (1988) state, that the method is not computable for the case $y_1 = y_2 = 0$. However, in my implementation, problems in the iterative process occurred also for a number of other events, like $y_1 = 0$, $y_2 = 0$, $y_1 = n_1$, $y_2 = n_2$. In the simulation study, I replace $y_1 = 0.5$, $y_1 = 0.5$, $y_1 = n_1 - 0.5$, $y_1 = n_2 - 0.5$, in the iterative process if these events occurred, respectively. Therefore, the method referred to as **Score** in this report is not exactly the same as that described by Gart and Nam (1988).

2.3 Confidence limits for $\delta$

In the recent years, various papers have been published considering the construction of confidence intervals for the difference of binomial proportions between two independent samples. The recommendations in these publications are based on simulations of the coverage probability of two-sided confidence intervals. The most recent simulation studies by Newcombe (1998) and Brown and Li (2005), comparing several of these methods, recommend certain approximate methods. However, in toxicological applications, interest is usually in directional decisions, i.e., only the upper or only the lower limits are of interest. Such comparisons have not been considered in the literature so far. Cai (2005) showed for the problem of one binomial proportion, that the coverage probabilities of approximate upper or lower limits can be seriously asymmetric. Therefore, additional simulation studies are needed.
Let $\hat{\pi}_i = y_i / n_i$ denote the estimated proportions the two independent samples $i = 1, 2$. The Wald (Wald) interval for the difference of proportions is:

$$\hat{\pi}_2 - \hat{\pi}_1 \pm z_{1-\alpha/2} \sqrt{\frac{\hat{\pi}_1 (1 - \hat{\pi}_1)}{n_1} + \frac{\hat{\pi}_2 (1 - \hat{\pi}_2)}{n_2}}$$  \hspace{1cm} (9)

Agresti and Caffo (2000) add four pseudo-observations, one to each cell in the $2 \times 2$-table, and use the formula to construct confidence intervals. Denoting $\tilde{\pi}_i = (y_i + 1) / (n_i + 2)$, the Add-4 (Add4) interval is:

$$\tilde{\pi}_2 - \tilde{\pi}_1 \pm z_{1-\alpha/2} \sqrt{\frac{\tilde{\pi}_1 (1 - \tilde{\pi}_1)}{n_1 + 2} + \frac{\tilde{\pi}_2 (1 - \tilde{\pi}_2)}{n_2 + 2}}$$  \hspace{1cm} (10)

A slightly less conservative interval can be derived by adding only 0.5 pseudo-observations to each cell in the $2 \times 2$-table. Denoting $\tilde{\pi}_i = (y_i + 0.5) / (n_i + 1)$, the Add-2 (Add2) interval is:

$$\tilde{\pi}_2 - \tilde{\pi}_1 \pm z_{1-\alpha/2} \sqrt{\frac{\tilde{\pi}_1 (1 - \tilde{\pi}_1)}{n_1 + 1} + \frac{\tilde{\pi}_2 (1 - \tilde{\pi}_2)}{n_2 + 1}}$$  \hspace{1cm} (11)

Based on the Score interval proposed by Wilson (1927), Newcombe (1998) introduced an interval for the difference of proportions (referred to as Newcombes Hybrid Score interval, NHS). Its variance term is constructed based on Wilson Score confidence limits for the single proportions. The lower $(1 - \alpha/2)$-bound is:

$$\hat{\pi}_2 - \hat{\pi}_1 - z_{1-\alpha/2} \sqrt{\frac{l_2 (1 - l_2)}{n_2} + \frac{u_1 (1 - u_1)}{n_1}}$$  \hspace{1cm} (12)

and the upper $(1 - \alpha/2)$-bound is:

$$\hat{\pi}_2 - \hat{\pi}_1 + z_{1-\alpha/2} \sqrt{\frac{u_2 (1 - u_2)}{n_2} + \frac{l_1 (1 - l_1)}{n_1}}$$  \hspace{1cm} (13)

where $l_i, u_i$ are the lower and upper bounds of the $(1 - \alpha)$ Wilson Score interval for $\pi_i$, which can be calculated according to equation 14:

$$[l_i, u_i] = \left[ \frac{y_i + \frac{z_{1-\alpha/2}^2}{2}}{n_i} \pm \frac{z_{1-\alpha/2}^2}{n_i} \frac{\hat{\pi}_i (1 - \hat{\pi}_i) + \frac{z_{1-\alpha/2}^2}{4}}{n_i + \frac{z_{1-\alpha/2}^2}{2}} \right]$$  \hspace{1cm} (14)

The method used in the R function `prop.test` is the continuity corrected (CC) confidence interval as described in Newcombe (1998).

### 3 Simulation study

#### 3.1 Coverage probability

- Sample size $n_1 = n_2 = 1000, 2000, n_1 = 2000, n_2 = 1000$;
• all combinations of \( \pi_1 = 0.001, 0.002, \ldots, 0.04 \) and \( \pi_2 = 0.001, 0.002, \ldots, 0.04 \);

• lower (0.95)-confidence limits to investigate the \( \alpha \)-control when used in a proof of hazard for rare detrimental events;

• upper (0.95)-confidence limits to investigate the \( \alpha \)-control when used in a proof of safety for rare detrimental events;

• coverage probability estimated based on 10000 simulation runs.

### 3.1.1 Lower 0.95 confidence limits for the risk difference (proof of hazard)

![Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 1000 \)](image)

**Figure 3**: Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 1000 \)
Figure 4: Coverage probability of lower, nominal 0.95 confidence limits for $n_1, n_2 = 2000$

Figure 5: Coverage probability of lower, nominal 0.95 confidence limits for $n_1 = 2000, n_2 = 1000$
3.1.2 Upper 0.95 confidence limits for the risk difference (proof of safety)

![Diagrams showing coverage probability of upper, nominal 0.95 confidence limits for $n_1, n_2 = 1000$](image)

Figure 6: Coverage probability of upper, nominal 0.95 confidence limits for $n_1, n_2 = 1000$
Figure 7: Coverage probability of upper, nominal 0.95 confidence limits for $n_1, n_2 = 2000$

Figure 8: Coverage probability of upper, nominal 0.95 confidence limits for $n_1 = 2000, n_2 = 1000$
3.1.3 Lower 0.95 confidence limits for the risk ratio (proof of hazard)

Figure 9: Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 1000 \)

Figure 10: Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 2000 \)
Figure 11: Coverage probability of lower, nominal 0.95 confidence limits for $n_1 = 2000$, $n_2 = 1000$
3.1.4 Upper 0.95 confidence limits for the risk difference (proof of safety)

Figure 12: Coverage probability of upper, nominal 0.95 confidence limits for \( n_1, n_2 = 1000 \)

Figure 13: Coverage probability of upper, nominal 0.95 confidence limits for \( n_1, n_2 = 2000 \)
Figure 14: Coverage probability of upper, nominal 0.95 confidence limits for $n_1 = 2000, n_2 = 1000$
3.2 Lower confidence limits for the odds ratio (proof of hazard)

Figure 15: Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 1000 \)

Figure 16: Coverage probability of lower, nominal 0.95 confidence limits for \( n_1, n_2 = 2000 \)
Figure 17: Coverage probability of lower, nominal 0.95 confidence limits for $n_1 = 2000$, $n_2 = 1000$
3.3 Upper confidence limits for the odds ratio (proof of safety)

![Figure 18](image1.png)

Figure 18: Coverage probability of upper, nominal 0.95 confidence limits for $n_1, n_2 = 1000$

![Figure 19](image2.png)

Figure 19: Coverage probability of upper, nominal 0.95 confidence limits for $n_1, n_2 = 2000$
Figure 20: Coverage probability of upper, nominal 0.95 confidence limits for \( n_1 = 2000, n_2 = 1000 \)
3.4 Power for the proof of hazard

Testing the null hypothesis $H_0 : \pi_2 - \pi_1 \leq 0$, vs. the alternative $H_1 : \pi_2 - \pi_1 > 0$ is a proof of hazard when $\pi_i$ specifies the probability of a detrimental event. The five confidence intervals above can be used to decide on such hypotheses. The alternative can be rejected with approximately 0.05 error probability, if the value 0 is excluded by the lower (0.95)-limit for $\delta$. Here, the probability to reject $H_0$ under different settings is estimated. As a standard, the probability to reject $H_0$ using Fishers exact test is additionally estimated (bold, solid line). Note that, due to the discreteness of the binomial distribution, there is a limited number of events $\{y_1, y_2\}$ that may lead to the rejection of $H_0 : \delta = \delta_0$ for given $n_1, n_2$. Therefore, power of two methods can be exactly equal for one choice of $n_1, n_2, \delta_0$ and different for another choice of $n_1, n_2, \delta_0$.

In all considered cases, the NHS and Wald confidence intervals have higher power than Fishers exact test. The Add4 and Add2 intervals have equal power as Fishers exact test in one case and higher power in all others. The CC confidence interval has usually the same power as the Fisher test, but occasionally has even lower power.

The difference of power between the NHS confidence interval and the Fisher test was 0.12 in the most pronounced case.

- Sample size $n_1 = n_2 = 1000, 2000, n_1 = 2000, n_2 = 1000$;
- all combinations of $\pi_1 = 0.001, 0.005, 0.01$, and $\pi_2 = \rho \pi_1, \rho = 1, 1.1, ..., 4$;
- lower (0.95) limits, and one-sided 0.05 Fishers test, respectively;
- 10000 simulation runs.

![Figure 21: Power to reject $H_0 : \pi_2 - \pi_1 \leq 0$ with type-I-error = 0.05, $n_1 = 2000, n_2 = 1000$](image-url)
Figure 22: Power to reject $H_0 : \pi_2 - \pi_1 \leq 0$ with type-I-error = 0.05, $n_1 = 2000$, $n_2 = 1000$

Figure 23: Power to reject $H_0 : \pi_2 - \pi_1 \leq 0$ with type-I-error = 0.05, $n_1 = 2000$, $n_2 = 1000$
4  Recommendation

4.1  Odds ratio

When applied to perform a proof of safety and considering the problems of non-informative bounds of the GLM method, the Exact confidence is the recommended method, since conservative performance is acceptable in the situation. However, when confidence intervals are applied in a proof of hazard with inverse interpretation (i.e., concluding for safety, when the null hypothesis of a Proof of Hazard can not be rejected), the Crude method is recommended, since in this situation, conservative performance is not acceptable (here, aim is 'being confident in negative results').

4.2  Risk difference

For the considered parameter combinations of very small proportions of success ($\pi_i = 0.001, \ldots, 0.04$) and large sample sizes ($n_i > 1000$), the NHS method achieves coverage probabilities closest to the nominal level, and avoids severe violations of the nominal level in all considered cases. All other methods under comparison do show more conservative performance for $\pi_2 - \pi_1 > 0$. The Add4, Add2, and Wald show liberal performance for $\pi_2 - \pi_1 < 0$. Hence, the NHS method is the best among the considered confidence intervals. This recommendation is restricted to lower (0.95)-bounds $\pi_2 - \pi_1$. Note further, that the NHS method might lead to liberal confidence limits in the case $\pi_2 >> 0.5 \cap \pi_1 << 0.5$ which are not of interest here (Sill (2007); Schaarschmidt et al. (submitted)).

For the rejection of the null hypothesis $H_0: \pi_2 - \pi_1 \leq 0$ the NHS interval has higher power than the Fisher exact test in all considered cases.

4.3  Risk ratio

The Score method in its current implementation clearly outperforms the Crude method, with confidence limits closer to the nominal level, showing conservative as well as liberal performance in a smaller proportion of cases. In a proof of hazard for increasing rates $\pi_2/\pi_1 > 1$, both methods are conservative, when the proportion in the control group, $\pi_1$, is very small. When $n_1\pi_1 > 4$, the Score methods avoids severely conservative performance. In a proof of safety using upper bounds, the Score method is conservative when $\pi_2$ is very small. As a rule of thumb, when $n_2\pi_2 > 4$, severely conservative performance is avoided. The Score method is liberal, when $\pi_2 >> \pi_1$ AND $n_1\pi_1 < 4$. This situation is not of high relevance in a proof of safety, with commonly used safety margins ($\rho_0 = 1.11, 1.25, 2$).
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